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#### Abstract

The critical behaviour of non-linear susceptibility of a two-component composite is studied in this paper. The first component of fraction $p$ is non-linear and obeys a current-field $(J-E)$ characteristic of the form $J=g_{1} v+\chi_{1} v^{\beta}$ while the second component of fraction $q$ is linear with $J=g_{2} v$. Near the percolation threshold $p_{c}$ or $q_{c}$, we examine the conductorinsulator $(\mathrm{C}-\mathrm{I})$ limit $\left(g_{2}=0\right)$ and superconductor-conductor (S-C) limit $\left(g_{2}=+\infty\right)$. For the C -I limit and $p>p_{c}$, the effective linear and non-linear response functions behave as $g_{e} \approx\left(p-p_{c}\right)^{t}$ and $\chi_{e}(\beta) \approx\left(p-p_{c}\right)^{t_{2}(\beta)}$, respectively. For the S-C limit and $q<q_{c}, g_{e}$ and $\chi_{e}(\beta)$ are found to diverge as $g_{e} \approx\left(q_{c}-q\right)^{-s}$ and $\chi_{e}(\beta) \approx\left(q_{c}-q\right)^{s_{2}(\beta)}$. Within the effectivemedium approximation, the exponents are found to be $s=t=1$ and $s_{2}(\beta)=t_{2}(\beta)=(\beta+1) / 2$, $p_{c}=1 / d$ and $q_{c}=(d-1) / d$. By using a connection between the non-linear response of the random non-linear composite problem and the resistance or conductance fluctuations of the corresponding random linear composite problem, the exponents $t_{2}(\beta)$ and $s_{2}(\beta)$ are found to be $t_{2}(\beta)=-\kappa((\beta+1) / 2)+[(\beta+1) / 2] t[(3-\beta) / 2] d \nu, s_{2}(\beta)=\kappa^{\prime}((\beta+1) / 2)+[(\beta+1) / 2] s+$ $[(3+\beta) / 2] d \nu$, respectively, where $t(s)$ is the conductivity exponent in a $\mathrm{C}-\mathrm{I}(\mathrm{S}-\mathrm{C})$ composite, $d$ is the dimension of the composite and $\nu$ is the correlation-length exponent in $d$ dimensions, $\kappa((\beta+1) / 2)$ and $\kappa^{\prime}((\beta+1) / 2)$ are given by $\psi_{R}((\beta+1) / 2)+[(\beta+1) / 2]\left(d \nu-\zeta_{R}\right)=$ $\kappa((\beta+1) / 2)+d v, \psi_{G}((\beta+1) / 2)+[(\beta+1) / 2]\left(d v-\zeta_{G}\right)=\kappa^{\prime}((\beta+1) / 2)+d \nu$, where $\psi_{R}((\beta+1) / 2)\left(\psi_{G}((\beta+1) / 2)\right)$ characterizes the scaling of the $[(\beta+1) / 2]$ th cumulant of the global resistance (conductance) distribution due to local resistance (conductance) fluctuations in the corresponding linear $\mathrm{C}-\mathrm{I}(\mathrm{S}-\mathrm{C})$ composites, $\zeta_{R}=t-(d-2) v$ and $\zeta_{G}=s+(d-2) v$. We prove that $t_{2}(\beta)$ is a monotonically increasing function of $\beta$ while $s_{2}(\beta)$ is a monotonically decreasing function of $\beta$, which have the following special values: $t_{2}\left(1^{+}\right)=t-d \nu<0$ and $s_{2}\left(1^{+}\right)=\zeta_{G}+d \nu(d=2) ; t_{2}(3)=2 t-\kappa(2)$ and $s_{2}(3)=2 s+\kappa^{\prime}(2) ; t_{2}(+\infty)=+\infty$ and $s_{2}(+\infty)=1+d \nu(d=2)$. The critical behaviour of the non-linear susceptibility in a C-I composite is very different from that of the non-linear susceptibility in a S-C composite and some unexpected results of the critical behaviour of non-linear susceptibility in a C-I network are reported in this paper.


## 1. Introduction

Composite materials have long been known to have electrical and optical properties very different from those of their constituents [1]. The differences are particularly marked near a percolation threshold, i.e. a point at which one of the two components of the composite first forms a closed connected path extending throughout the sample. For a composite comprised of two materials with conductivities $g_{1}$ and $g_{2}$, the effective conductivity $g_{e}$ exhibits the power law (in the limit in which $g_{2}$ approaches zero) [2]

$$
\begin{equation*}
g_{e} \approx g_{1}\left(p-p_{c}\right)^{t} \quad\left(p>p_{c}\right) \tag{1}
\end{equation*}
$$

where $p$ is the volume fraction of material 1 and $p_{c}$ is the percolation threshold for material 1. Conversely, if $g_{1} \ll g_{2}$, then, as $q$ approaches $q_{c}$ from below, it is believed that $g_{e}$ diverges according to the law [3]

$$
\begin{equation*}
g_{e} \approx g_{2}\left(q_{c}-q\right)^{-s} \quad\left(q<q_{c}\right) \tag{2}
\end{equation*}
$$

where $q$ is the volume fraction of material 2 and $q_{c}$ is the percolation threshold for material 2. The exponents $t$ and $s$ are believed to depend on the dimensionality and possibly also on the composite microstructure [4], as in continuum percolation, where the distribution of resistances has power-law singularities. The dependence on 'composite microstructure' exists not only for $s$ and $t$, but also for other exponents, as was pointed out by Tremblay et al [5]. For lattice models, $t \approx 1.3$ in two dimensions $(d=2)[6,7]$ and $t \approx 1.958$ for $d=3$ [7], while $s \approx 1.3$ for $d=2$ [7] and $s \approx 0.76$ for $d=3$ [7].

The problem is further complicated by the fact that, for realistic composites, the nonlinearity may have an important role in the electrical transport phenomena [8-23]. A typical example consists of studying a non-linear composite medium in which an inclusion with non-linear current-field $(I-V)$ characteristics

$$
\begin{equation*}
J=g_{1} v+\chi_{1} v|v|^{\beta-1} \quad(\beta>1) \tag{3}
\end{equation*}
$$

where $\chi_{1}|v|^{\beta-1} \ll g_{1}$, is randomly embedded in a host with linear response

$$
\begin{equation*}
J=g_{2} v \tag{4}
\end{equation*}
$$

where $g_{1}$ and $g_{2}$ are linear conductivities and $\chi_{1}$ is the non-linear susceptibility. The volume fractions of the two components are $p$ and $q$, respectively. We have $p+q=1$. For such a system, substantial theoretical progress in studies of the effective non-linear response has been made for the cubic non-linearity $\beta=3$ case in the past few years. Stroud and Hui [10] studied the dilute limit in which a small concentration of non-linear material is embedded in a linear host. They demonstrated a relation between the random non-linear composite problem and the noise problem in the corresponding random linear composite. An effective-medium approximation (EMA) [11] for a non-linear composite is proposed for calculating the effective non-linear response of a random mixture at higher concentrations. A systematic perturbative approach $[16,17]$ has also been developed to evaluate the effective response in mixtures in which both the inclusions and the host materials may be non-linear. For the case of arbitrary non-linearity, it has been studied by Hui [13] within the framework of the Maxwell-Garnett formula in the dilute limit of the non-linear component. Such composites are of practical interest because they may have a large non-linear susceptibility in two different circumstances: near the percolation threshold and near a surface plasmon resonance. In this paper we concentrate on the first. Near the percolation threshold $p_{c}$, we examine the conductor-insulator $(\mathrm{C}-\mathrm{I})$ limit $\left(g_{2}=0\right)$ and the superconductor-conductor (S-C) limit $\left(g_{2}=+\infty\right)$. For the C-I limit and $p>p_{c}$, the behaviour of the effective linear response $g_{e}$ is given by (1) and the non-linear-response function $\chi_{e}(\beta)$ behaves as [20,21]

$$
\begin{equation*}
\chi_{e}(\beta) \approx\left(p-p_{c}\right)^{t_{2}(\beta)} \tag{5}
\end{equation*}
$$

For the $\mathrm{S}-\mathrm{C}$ limit and $q<q_{c}$, the behaviour of the effective linear response $g_{e}$ is given by (2) and the non-linear-response function $\chi_{e}(\beta)$ behaves as

$$
\begin{equation*}
\chi_{e}(\beta) \approx\left(q_{c}-q\right)^{-s_{2}(\beta)} \tag{6}
\end{equation*}
$$

The critical exponents $t_{2}(\beta)$ and $s_{2}(\beta)$ are novel universal characteristics of non-linear electrical transport in self-similar or percolating networks. Indeed they are not related in any simple way to the geometrical exponents and the linear transport exponents $t$ and $s$. Although a wide variety of approaches [23] has been applied to the determination of
the exponents $s$ and $t$ in the past few years, few efforts have been made to determine the exponents $t_{2}(\beta)$ and $s_{2}(\beta)$ and to study systematically the effect of the strength of the non-linear exponent $\beta$ on the non-linear transport exponents $t_{2}(\beta)$ and $s_{2}(\beta)$. For cubic non-linearity $\beta=3$, the EMA predicts [21] that $t_{2}(3)=2$ and $s_{2}(3)=2$ in all dimensions. By relating the cubic non-linear composite problem to the noise problem [20] in linear composites, the exponents $t_{2}(3)$ and $s_{2}(3)$ are found to be $t_{2}(3)=2 t-\kappa$ and $s_{2}(3)=2 s+\kappa^{\prime}$, where $\kappa\left(\kappa^{\prime}\right)$ measures the divergence of relative resistance (conductance) fluctuations. It is the purpose of the present investigation to extend the results [20,21] which are only applicable to cubic non-linearity $\beta=3$ to the case of arbitrary non-linearity. We deal with this problem by two methods. Firstly we employ the generalized EMA which will be discussed in section 2.1 to estimate the exponents $t_{2}(\beta)$ and $s_{2}(\beta)$, and we find that $t_{2}(\beta)=s_{2}(\beta)=(\beta+1) / 2$ in all spatial dimensions. Secondly by using a connection between the non-linear response of the random non-linear composite problem and the resistance or conductance fluctuations of the corresponding random linear composite problem, the exponents $t_{2}(\beta)$ and $s_{2}(\beta)$ are found to be

$$
\begin{aligned}
& t_{2}(\beta)=-\kappa\left(\frac{\beta+1}{2}\right)+\frac{\beta+1}{2} t-\frac{3-\beta}{2} d \nu \\
& s_{2}(\beta)=\kappa^{\prime}\left(\frac{\beta+1}{2}\right)+\frac{\beta+1}{2} s+\frac{3-\beta}{2} d v
\end{aligned}
$$

respectively, where $t(s)$ is the conductivity exponent in a $\mathrm{C}-\mathrm{I}(\mathrm{S}-\mathrm{C})$ composite, $d$ is the dimension of the composite and $\nu$ is the correlation-length exponent in $d$ dimensions. $\kappa((\beta+1) / 2)$ and $\kappa^{\prime}((\beta+1) / 2)$ are given by $\psi_{R}((\beta+1) / 2)+[(\beta+1) / 2]\left(d \nu-\zeta_{R}\right)=$ $\kappa((\beta+1) / 2)+d \nu, \psi_{G}((\beta+1) / 2)+[(\beta+1) / 2]\left(d \nu-\zeta_{G}\right)=\kappa^{\prime}((\beta+1) / 2)+d \nu$, where $\psi_{R}((\beta+1) / 2)\left(\psi_{G}((\beta+1) / 2)\right)$ characterizes the scaling of the $[(\beta+1) / 2]$ th cumulant of the global resistance (conductance) distribution due to local resistance (conductance) fluctuations in the corresponding linear $\mathrm{C}-\mathrm{I}(\mathrm{S}-\mathrm{C})$ composites, $\zeta_{R}=t-(d-2) v$ and $\zeta_{G}=s+(d-2) \nu$. We prove that $t_{2}(\beta)$ is a monotonically increasing function of $\beta$ while $s_{2}(\beta)$ is a monotonically decreasing function of $\beta$, which have the following special values: $t_{2}\left(1^{+}\right)=t-d \nu<0$ and $s_{2}\left(1^{+}\right)=\zeta_{G}+d v(d=2) ; t_{2}(3)=2 t-\kappa(2)$ and $s_{2}(3)=2 s+\kappa^{\prime}(2)$; $t_{2}(+\infty)=+\infty$ and $s_{2}(+\infty)=1+d \nu(d=2)$. The critical behaviour of the non-linear susceptibility in a $\mathrm{C}-\mathrm{I}$ composite is very different from that of the non-linear susceptibility in a S-C composite; the non-linear susceptibility of S-C near the percolation threshold will always diverge while $\chi_{e}(\beta)$ of the $\mathrm{C}-\mathrm{I}$ composite can diverge or vanish depending on non-linearity.

## 2. Estimates of exponents $t_{2}(\beta)$ and $s_{2}(\beta)$

Consider a $d$-dimensional hypercubic non-linear conductor network which consists of two types of bond. We shall consider only bond percolation because it is more convenient for modelling transport properties. The first type of conductor is assumed to be non-linear and obeys a current-voltage ( $I-V$ ) characteristic of the form given by equation (3). Throughout this work, the non-linearity is assumed to be weak, so that $\chi_{1} v^{\beta-1} / g_{1} \ll 1$. The second component is assumed to be linear with the $I-V$ response given by equation (4). The volume fractions of the first and the second components are $p$ and $q$, respectively. We have $p+q=1$. We are interested in calculating the effective response of the network, representing by a homogeneous networks of identical conductors, each of which has an $I-V$ characteristic of the form [13]

$$
\begin{equation*}
i=g_{e} v+\chi_{e}(\beta) v|v|^{\beta-1}+\cdots \tag{7}
\end{equation*}
$$

where $g_{e}$ and $\chi_{e}(\beta)$ are the effective linear and leading-order non-linear responses, respectively, and are given by $[10,22]$

$$
\begin{align*}
& g_{e}=\frac{1}{L^{d}} \sum_{\alpha} g_{\alpha} v_{\alpha}^{2}  \tag{8}\\
& \chi_{e}(\beta)=\frac{1}{L^{d}} \sum_{\alpha} \chi_{\alpha} v_{\alpha}^{\beta+1} \tag{9}
\end{align*}
$$

where $g_{\alpha}$ and $\chi_{\alpha}$ are the linear conductivity and non-linear susceptibility of the $\alpha$ th conductor, $v_{\alpha}$ is the voltage difference across the $\alpha$ th conductor in the linear random problem (i.e. obtained by solving the same random network problem with all $\chi_{\alpha}=0$ ), and $L$ is the size of the network. The summation is performed over all conductors in the network. In this paper, higher-order non-linear responses are not taken into account.

We consider the $\mathrm{C}-\mathrm{I}$ limit in which the first component is percolating $\left(p>p_{c}\right)$ while the second component is insulating, i.e. $g_{2}=0$, and the $\mathrm{S}-\mathrm{C}$ limit in which the second component is simultaneously non-percolating and superconducting, i.e. $q<q_{c}$ and $g_{2}=+\infty$. The critical behaviour of $\chi_{e}(\beta)$ is given by (5) and (6) in a C-I and $\mathrm{S}-\mathrm{C}$ component, respectively.

### 2.1. Effective-medium approximation

The EMA is an old approach to transport properties of inhomogeneous materials. The EMA has attracted renewed interest with the development of percolation theory. As mentioned in [5], while there is a variational principle justifying the EMA for the exponents $t$ and $s$, there is no such principle for other exponents, but this does not mean that the EMA cannot be used in other situations. In fact, the EMA in the context of exponents other than $t$ and $s$ was used first by Rammal [24] and also by Rammal et al [25]. The EMA, originally proposed for the cubic non-linearity $\beta=3$ [11], can be readily generalized to the case of arbitrary non-linearity. The basis of our method is an exact result given by several workers $[11,22]$ that the effective non-linear response $\chi_{e}(\beta)$ can be calculated, to first order in the non-linearity, by the $\beta+1$ moments of the local field distribution in a linear composite that has the same linear conductivity and the same microgeometry [23], namely [5, 10, 11]

$$
\begin{equation*}
\chi_{e}(\beta)=\frac{p \chi_{1}\left\langle E^{\beta+1}\right\rangle_{l i n}}{E_{0}^{\beta+1}} \tag{10}
\end{equation*}
$$

where $\langle\ldots\rangle_{\text {lin }}$ denotes a volume average over the volume of the non-linear component in the linear limit (i.e. when $\chi_{1}=0$ ), $p$ is the volume fraction of the non-linear component and $E_{0}$ is the space-averaged field within the composite.

A useful approximation for an average in (10) is to make the approximate factorization [11]

$$
\begin{equation*}
\left\langle E^{\beta+1}\right\rangle_{l i n} \approx\left\langle E^{2}\right\rangle_{l i n}^{(\beta+1) / 2} \tag{11}
\end{equation*}
$$

Equation (11) amounts to a denial of Jensen's inequality [26], which for $\beta>1$ gives $\left\langle E^{\beta+1}\right\rangle_{\text {lin }} \geqslant\left\langle E^{2}\right\rangle_{\text {lin }}^{(\beta+1) / 2}$, with equality only when the random variable $E$ takes a single value with probability 1 . The right-hand side therefore gives a rigorous lower boundary for $\chi_{e}(\beta)$, although not a directly computable bound since $g_{e}$ is not known exactly. Equation (11) also corresponds in a sense to the assumption of 'gap scaling' which is precisely what does not occur for multifractal exponents [27-30].

Since $\left\langle E^{2}\right\rangle_{\text {lin }}$ is given exactly by $[5,12]$

$$
\begin{equation*}
\frac{p\left\langle E^{2}\right\rangle}{E_{0}^{2}}=\frac{\partial g_{e}}{\partial g_{1}} \tag{12}
\end{equation*}
$$

where $g_{e}$ and $g_{1}$ are the effective linear conductivities of the composite and of the non-linear component, respectively. From (10)-(12), $\chi_{e}(\beta)$ can be written approximately as

$$
\begin{equation*}
\chi_{e}(\beta)=\frac{\chi_{1}}{p^{(\beta-1) / 2}}\left(\frac{\partial g_{e}}{\partial g_{1}}\right)^{(\beta+1) / 2} \tag{13}
\end{equation*}
$$

The EMA is completed by calculating $g_{e}$ from some approximations. One possible approximation for $g_{e}$ is of course the linear EMA, which in $d$ dimensions is given by

$$
\begin{equation*}
\sum_{l} p_{i} \frac{g_{i}-g_{e}}{g_{i}+(d-1) g_{e}}=0 \tag{14}
\end{equation*}
$$

where $g_{i}$ is the linear conductivity of the $i$ th component and $d$ is the dimensionality. The approximation will be accurate in geometries for which the electric field is nearly uniform within the non-linear component and less accurate when these fluctuations are large, as in a random mixture near the percolation threshold. Nevertheless, the EMA gives qualitatively correct critical behaviour, but it predicts incorrect exponents, a phenomenon common in treating second-order phase transitions by mean-field theory.

Let us consider the C-I limit first. Let $g_{2}=0$; the effective linear response $g_{e}$ is given by [23]

$$
\begin{equation*}
g_{e}=\frac{g_{1}}{1-p_{c}}\left(p-p_{c}\right) \quad p_{c}=\frac{1}{d} \tag{15}
\end{equation*}
$$

Using equations (13) and (15), we obtain

$$
\begin{equation*}
\chi_{e}(\beta)=\frac{\chi_{1}}{p^{(\beta-1) / 2}} \frac{1}{\left(1-p_{c}\right)^{(\beta-1) / 2}}\left(p-p_{c}\right)^{(\beta+1) / 2} \tag{16}
\end{equation*}
$$

Thus $t=1$ and $t_{2}(\beta)=(\beta+1) / 2$ within the EMA. When $\beta=3$ we recover the result of cubic non-linearity $[20,21] ; t_{2}(3)=2$.

For the $\mathrm{S}-\mathrm{C}$ limit, let $g_{2}=+\infty$, the effective linear response $g_{e}$ in this case is given by [23]

$$
\begin{equation*}
g_{e}=g_{1} q_{c}\left(q_{c}-q\right)^{-1} \quad q_{c}=\frac{d-1}{d} \tag{17}
\end{equation*}
$$

and we find that

$$
\begin{equation*}
\chi_{e}(\beta)=\frac{\chi_{1}}{q^{(\beta-1) / 2}} q^{(\beta-1) / 2}\left(q_{c}-q\right)^{-(\beta+1) / 2} \tag{18}
\end{equation*}
$$

Thus $s=1$ and $s_{2}(\beta)=(\beta+1) / 2$ within the EMA. Here again we recover the result of cubic non-linearity $[20,21]: s_{2}(3)=2$ when $\beta=3$.

So a crude estimate $t_{2}(\beta)=s_{2}(\beta)=(\beta+1) / 2$ is found for all spatial dimensions $d$ in the EMA.

### 2.2. Relation to resistance (conductance) fluctuation

A formal relation between the problem of the non-linear effective response in a random composite with cubic non-linearity and the problem of relative fluctuations (noise) in a linear random composite has been demonstrated by Stoud and Hui [10]. Later Blumenfeld and Bergman [19] generalized the result of [10] and presented the relation between the problem
of non-linear effective response in a random composite with arbitrary non-linearity and the problem of resistance fluctuations in a linear random composite; the result is [19]

$$
\begin{equation*}
\chi_{e}(\beta) \sim L^{d}\left\langle\delta g_{e}^{(\beta+1) / 2}\right\rangle_{c} \tag{19}
\end{equation*}
$$

where $\left\langle\delta g_{e}^{(\beta+1) / 2}\right\rangle_{c}$ is the higher-order cumulant [24,25].
The quantity $\left(\left\langle\delta g_{e}^{(\beta+1) / 2}\right\rangle_{c}\right) /\left(g_{e}^{(\beta+1) / 2}\right)$ is expected to be $[19,24,25]$

$$
\begin{equation*}
\frac{\left\langle\delta g_{e}^{(\beta+1) / 2}\right\rangle_{c}}{g_{e}^{(\beta+1) / 2}} \sim L^{d[1-(\beta+1) / 2]}\left(p-p_{c}\right)^{-\kappa((\beta+1) / 2)} \tag{20}
\end{equation*}
$$

Equation (20) defines the exponent $\kappa((\beta+1) / 2)$ which reduces to the noise exponent $\kappa(2)$ when $\beta=3$. As $p \rightarrow p_{c}, \xi=\left(p-p_{c}\right)^{-v} \rightarrow+\infty$ and, for a finite size system, $\xi \approx L$. Using (19), (20), $\xi \approx L$ and $g_{e} \sim\left(p-p_{c}\right)^{t}$, we obtain

$$
\chi_{e}(\beta) \sim\left(p-p_{c}\right)^{t_{2}(\beta)}
$$

where $t_{2}(\beta)$ is given by

$$
\begin{equation*}
t_{2}(\beta)=-\kappa\left(\frac{\beta+1}{2}\right)+\frac{\beta+1}{2} t-\frac{3-\beta}{2} d \nu . \tag{21}
\end{equation*}
$$

Equation (20) can also be expressed by [19]

$$
\begin{equation*}
\frac{\left\langle\delta g_{e}^{(\beta+1) / 2}\right\rangle_{c}}{g_{e}^{(\beta+1) / 2}} \sim\left(p-p_{c}\right)^{-\left\{\psi_{R}((\beta+1) / 2)-[(\beta+1) / 2] \zeta_{R}\right\}} \tag{22}
\end{equation*}
$$

where $\psi_{R}((\beta+1) / 2)$ characterizes the scaling of the $[(\beta+1) / 2]$ th cumulant of the global resistance distribution due to local resistance fluctuations [31] in a C-I network. The exponent $\psi((\beta+1) / 2)$ is introduced under a different name and independently by both [33] and $[29,30]$. Some analytic properties of the exponent $\psi((\beta+1) / 2)$ have been discussed in [32]. Some of these exponents for integers $(\beta+1) / 2$ have physical interpretations. For example, $\psi(0)$ gives the fractal dimensionality of the backbone $D_{B}, \psi(1)$ is equal to the resistance exponent $\zeta_{R}(\mathrm{~N}-\mathrm{I})$ or conductance exponent $\zeta_{G}(\mathrm{~S}-\mathrm{N}), \psi(2)$ is equal to the noise exponent $\kappa(\mathrm{N}-\mathrm{I})$ or $\kappa^{\prime}(\mathrm{S}-\mathrm{N})[26,29,30]$, and $\psi(\infty)$ can be identified as the fractal dimension of the singly connected bonds ( $\mathrm{N}-\mathrm{I}$ ) or singly disconnected bonds ( $\mathrm{S}-\mathrm{N}$ ) [34].

When $p$ approaches $p_{c}$ from above, the correlation length $\xi$ diverges as $\xi \sim\left(p-p_{c}\right)^{-\nu}$, and $L \approx \xi$, where $L$ is the size of the system. From equations (20) and (22) we obtain the relation between $\kappa((\beta+1) / 2)$ and $\psi_{R}((\beta+1) / 2)$ [31,32]:

$$
\begin{equation*}
\psi_{R}\left(\frac{\beta+1}{2}\right)+\frac{\beta+1}{2}\left(d v-\zeta_{R}\right)=\kappa\left(\frac{\beta+1}{2}\right)+d v \tag{23}
\end{equation*}
$$

where $\zeta_{R}$ is defined by $\langle R\rangle \sim\left(p-p_{c}\right)^{-\zeta_{R}} ;\langle R\rangle$ is the average resistance of the network and $\zeta_{R}=t-(d-2) \nu$ [34].

A similar result will be obtained by using a connection between the non-linear response of the random non-linear composite problem and the conductance fluctuations of the corresponding random linear composite problem [7, 12, 33]

$$
\chi_{e}(\beta) \sim\left(q_{c}-q\right)^{-s_{2}(\beta)}
$$

where $s_{2}(\beta)$ is given

$$
\begin{equation*}
s_{2}(\beta)=\kappa^{\prime}\left(\frac{\beta+1}{2}\right)+\frac{\beta+1}{2} s+\frac{3-\beta}{2} d \nu . \tag{24}
\end{equation*}
$$

The exponent $\kappa^{\prime}((\beta+1) / 2)$ is related to $\psi_{G}((\beta+1) / 2)$ by

$$
\begin{equation*}
\psi_{G}\left(\frac{\beta+1}{2}\right)+\frac{\beta+1}{2}\left(d v-\zeta_{G}\right)=\kappa^{\prime}\left(\frac{\beta+1}{2}\right)+d v \tag{25}
\end{equation*}
$$

where $\zeta_{G}$ is defined by $\langle G\rangle \sim\left(q_{c}-q\right)^{-\zeta_{G}}$, with $\langle G\rangle$ the average conductance of the network and $\zeta_{G}=s+(d-2) v$ [34]. The physical meaning of $\psi_{G}((\beta+1) / 2)$ is that $\psi_{G}((\beta+1) / 2)$ characterizes the scaling of the $(\beta+1) / 2$ cumulant of the global conductance distribution due to local conductance fluctuation in a $\mathrm{S}-\mathrm{C}$ composite. Note that $t_{2}(\beta)$ and $s_{2}(\beta)$ can also be expressed in terms of $\psi_{R}((\beta+1) / 2)$ or $\psi_{G}((\beta+1) / 2)$ by using (23) and (25). The exponent $\psi_{G}((\beta+1) / 2)$ has been discussed in [33].

Previous studies [12,20,21] on cubic non-linearity, $\beta=3$, give $t_{2}(3)=2 t-\kappa(2)$ and $s_{2}(3)=2 s+\kappa^{\prime}(2)$. One can easily check that (21) and (24) will reduce to $2 t-\kappa(2)$ and $2 s+\kappa^{\prime}(2)$ when $\beta=3$, respectively; by definition [32], $\kappa(2)=\kappa$ and $\kappa^{\prime}(2)=\kappa^{\prime}$. The values of the exponents are $t_{2}(3) \geqslant 0$ and $s_{2}(3)>0$ for $d=2, d=3$ and $d=6$ if one uses previously derived bounds on $\kappa$ and $\kappa^{\prime}$ and estimates on $t$ and $s$ [5,7]. For a summary of experiments on noise in percolating mixtures, we refer the reader to [30]. This implies that the cubic non-linear susceptibility $\chi_{e}(3)$ will have the same critical behaviour as the effective linear conductivity, namely $\chi_{e}(3)$ will vanish (diverge) in a $\mathrm{C}-\mathrm{I}(\mathrm{S}-\mathrm{C})$ network near the percolation threshold $p_{c}\left(q_{c}\right)$.

The analytic and numerical results concerning the $\psi_{R}((\beta+1) / 2)$ have already appeared. Two approximate functions [32] both of which agree with the series results for all $(\beta+1) / 2>1$ and with existing numerical simulations have been constructed in a randomly diluted resistor network on a dimensional hypercubic lattice at the percolation threshold $p_{c}$; one of the two approximate functions is

$$
\begin{equation*}
\psi_{R}\left(\frac{\beta+1}{2}\right)=1+\left(\nu D_{B}-1\right)^{1-((\beta+1) / 2)}\left(\zeta_{R}-1\right)^{(\beta+1) / 2} \tag{26}
\end{equation*}
$$

where $D_{B}$ is the fractal dimensionality of the backbone. $v=\frac{4}{3}, \zeta_{R}=1.297$ and $D_{B}=1.62$ [34] for $d=2$, and $v=0.89, \zeta_{R}=1.07$ and $D_{B}=1.74$ [34] for $d=3$.

For $d=2$, by duality considerations, de Arcangelis et al [33] have proven that $\psi_{R}((\beta+1) / 2)$ of a random resistor network and $\psi_{G}((\beta+1) / 2)$ of a random superconducting network coincide. So the approximate functions for $\psi_{R}((\beta+1) / 2)$ in a random resistor network in $d=2$ can also be used to calculate $\psi_{G}((\beta+1) / 2)$ in a S -C composite. Above two dimensions, the duality relation no longer holds. As a result, there appears to be no simple correspondence between $\psi_{R}((\beta+1) / 2)$ of the random resistor network and $\psi_{G}((\beta+1) / 2)$ of the random superconducting network. So for $d=3$ the approximate functions for $\psi_{R}((\beta+1) / 2)$ in a random resistor network are not equal to $\psi_{G}((\beta+1) / 2)$ in a random superconducting network. Until now the analytic form of $\psi_{G}((\beta+1) / 2)$ above two dimensions in a random superconducting network has not been thoroughly investigated [26], despite the fact that some numerical values have been calculated [35-37]. So in this paper we present only our results of $s_{2}(\beta)$ for $d=2$.

Now we are in a position to discuss some properties which characterize the exponents $t_{2}(\beta)$ and $s_{2}(\beta)$. The properties of the exponents $t_{2}(\beta)$ and $s_{2}(\beta)$ will become very important when one wants to know how the magnitude of the non-linear susceptibility $\chi_{e}(\beta)$ depends upon the non-linear exponent $\beta$, as we now proceed to demonstrate. Let us first discuss the properties of the exponent $s_{2}(\beta)$ in $d=2$. We shall prove that

$$
\begin{equation*}
s_{2}(\beta)>0 \tag{27}
\end{equation*}
$$



Figure 1. The exponent $s_{2}(\beta)$ as a function of $\beta$ for a two-dimensional $\mathrm{S}-\mathrm{C}$ network: results given by the EMA; $\square$, results calculated from equation (24). The values of $\psi((\beta+1) / 2)$ used to construct the plot are from [32].
and

$$
\begin{equation*}
\frac{\mathrm{d} s_{2}(\beta)}{\mathrm{d} \beta}<0 \tag{28}
\end{equation*}
$$

for $\beta>1$. The proof is very simple. By using equation (25), $s_{2}(\beta)$ can be written in terms of $\psi_{G}((\beta+1) / 2)$, namely

$$
s_{2}(\beta)=\psi_{G}\left(\frac{\beta+1}{2}\right)+d v+\frac{\beta+1}{2}\left(s-\zeta_{G}\right) .
$$

Since, for $d=2, s=\zeta_{G}$ [34], $\psi(+\infty)=1$ and $\psi(1)=\zeta_{G}$ [32], from the above equation, we obtain

$$
\begin{align*}
& \lim _{\beta \rightarrow+\infty}\left[s_{2}(\beta)\right]=1+2 v>0  \tag{29}\\
& \lim _{\beta \rightarrow 1^{+}}\left[s_{2}(\beta)\right]=\zeta_{G}+2 v>0 \tag{30}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} s_{2}(\beta)}{\mathrm{d} \beta}=\frac{\mathrm{d} \psi_{G}((\beta+1) / 2)}{\mathrm{d}((\beta+1) / 2)}<0 \tag{31}
\end{equation*}
$$

In deriving equation (31), we have used $\mathrm{d} \psi_{G}((\beta+1) / 2) / \mathrm{d}((\beta+1) / 2)<0$ [32]; this inequality is a consequence of the inequality $x_{n}>x_{n+1}$ that appears in the original work of Rammal et al [25]. From (27) we obtain $\chi_{e}(\beta) \rightarrow+\infty$ as $q \rightarrow q_{c}$ from below. So, as $q \rightarrow q_{c}$, not only $g_{e}$ but also $\chi_{e}(\beta)$ diverge. From (28) we predict that $s_{2}(\beta)$ is a monotonically decreasing function of $\beta$. This implies that, as $\beta$ increases, the non-linear susceptibility $\chi_{e}(\beta)$ will diverge more slowly.

Next we discuss the properties of the exponent $t_{2}(\beta)$. We shall prove that there exists a critical value $\beta_{c}$ at which $t_{2}\left(\beta_{c}\right)=0 ; t_{2}(\beta)<0\left(1<\beta<\beta_{c}\right)$ and $t_{2}(\beta)>0\left(\beta>\beta_{c}\right)$.

By using equation (23), $t_{2}(\beta)$ can be written in terms of $\psi_{R}((\beta+1) / 2)$ :

$$
\begin{equation*}
t_{2}(\beta)=-\psi_{R}\left(\frac{\beta+1}{2}\right)-d \nu+\frac{\beta+1}{2}\left(\zeta_{R}+t\right) . \tag{32}
\end{equation*}
$$

Since $\psi_{R}(1)=\zeta_{R}$ [32], we obtain

$$
\begin{equation*}
\lim _{\beta \rightarrow 1^{+}}\left[t_{2}(\beta)\right]=t-d \nu \leqslant 0 \tag{33}
\end{equation*}
$$

By using $\psi_{R}(+\infty)=1$ [32], we obtain

$$
\begin{equation*}
\lim _{\beta \rightarrow+\infty}\left[t_{2}(\beta)\right] \rightarrow+\infty \tag{34}
\end{equation*}
$$

Using $\mathrm{d} \psi_{R}((\beta+1) / 2) / \mathrm{d}((\beta+1) / 2)<0$, we obtain

$$
\begin{equation*}
\frac{\mathrm{d} t_{2}(\beta)}{\mathrm{d} \beta}=-\frac{1}{2} \frac{\mathrm{~d} \psi_{R}((\beta+1) / 2)}{\mathrm{d}((\beta+1) / 2)}+\frac{1}{2}\left(\zeta_{R}+t\right)>0 \tag{35}
\end{equation*}
$$

The inequality in (33) is obtained by direct calculation of $t_{2}(\beta)$ using the following: $t=1.30$ and $v=\frac{4}{3}$ for $d=2 ; t=1.958$ and $v=0.89$ for $d=3 ; t=6$ and $v=\frac{1}{2}$ for $d=6$ [27]. Since the critical behaviour of $\chi_{e}(\beta)$ is given by (5) near $p_{c}$, the result of (35) implies that the non-linear susceptibility will vanish more quickly as $\beta$ increases. From (33)-(35), we predict that there exists a critical value $\beta_{c}$ at which $t_{2}\left(\beta_{c}\right)=0$. While the exponent $s_{2}(\beta)$ is always positive, however, the exponent $t_{2}(\beta)$ may take positive values $\left(\beta>\beta_{c}\right)$, a zero value ( $\beta=\beta_{c}$ ) and negative values $\left(1<\beta<\beta_{c}\right)$. As a consequence, the magnitude of the non-linear susceptibility $\chi_{e}(\beta)$ in a $\mathrm{C}-\mathrm{I}$ network may change dramatically as $\beta$ increases. As $p \rightarrow p_{c}$ from above, we have

$$
\begin{array}{lcc}
\chi_{e}(\beta) \rightarrow 0 \quad \beta>\beta_{c} \quad t_{2}(\beta)>0 \\
\chi_{e}(\beta) \rightarrow \mathrm{constant} & \beta=\beta_{c} & t_{2}(\beta)=0 \\
\chi_{e}(\beta) \rightarrow+\infty & 1<\beta<\beta_{c} & t_{2}(\beta)<0 \tag{38}
\end{array}
$$

We have calculated the critical value of $\beta_{c}$ by solving (21), and we obtain $\beta_{c}=1.947(d=2)$ and $\beta_{c}=1.372(d=3)$.

The non-linear susceptibility $\chi_{e}(\beta)$ in a C-I network in the region $1<\beta<\beta_{c}$ will show some anomalous behaviour. In this region, as $p \rightarrow p_{c}$, the linear response $g_{e}$ will approach zero; however, $\chi_{e}(\beta)$ will diverge. Such a result is somewhat unexpected, because in a C-I composite both the linear response $g_{e}$ and the non-linear response $\chi_{e}(\beta)$ are expected to approach zero as $p \rightarrow p_{c}$. However, we found that the non-linear susceptibility $\chi_{e}(\beta)$ will diverge, which usually occurs in a $S-C$ composite, and this cannot be explained from the viewpoint of percolation theory. Unfortunately we cannot explain this anomalous phenomenon. If one assumes that this arises because, near the percolation $p_{c}$, not only the restricted geometry of the path through which current flows, but also the strength of the non-linear exponent $\beta$ have effects on $\chi_{e}(\beta)$, the final behaviour has contributions from both; however, one cannot explain why the exponent $s_{2}(\beta)$ does not change sign as $\beta$ increases.

We also calculate the exponents $t_{2}(\beta)$ and $s_{2}(\beta)$ numerically. The results are given in figures 1 and 2. As mentioned above, the EMA gives incorrect exponents, especially for $s_{2}(\beta)$; the EMA predicts that $s_{2}(\beta)$ is an increasing linear function of $\beta$, while (24) predicts that $s_{2}(\beta)$ is a decreasing function of $\beta$. The EMA also predicts that $s_{2}(+\infty)=+\infty$, while (24) gives $s_{2}(+\infty)=1+d \nu$. For $t_{2}(\beta)$, in the region when $\beta$ is very small, the EMA also gives incorrect exponents; for example, in this region, the EMA predicts that $t_{2}(\beta)>0$ while (21) gives $t_{2}(\beta)<0$. However, for $\beta \approx 6$, the EMA gives a somewhat correct exponent for $s_{2}(\beta)$ and, for $2<\beta<3$, the EMA also gives the correct exponent for $t_{2}(\beta)$. So the EMA can still be used as a first step towards estimates of critical exponents.

## 3. Conclusion

In this work the critical exponents $t_{2}(\beta)$ and $s_{2}(\beta)$ governing the behaviour of non-linear susceptibility $\chi_{e}(\beta)$ are obtained by two methods. Firstly, we employ the generalized EMA


Figure 2. The exponent $t_{2}(\beta)$ as a function of $\beta$ for a C-I network: (a) $d=2$; (b) $d=3$. The symbols are the same as in figure 1 except that the open squares are the data calculated from equation (21).
which is applicable to arbitrary non-linearity to estimate the exponents $t_{2}(\beta)$ and $s_{2}(\beta)$, and we find that $t_{2}(\beta)=s_{2}(\beta)=(\beta+1) / 2$ in all spatial dimensions. Secondly, by using a connection between the non-linear response of the random non-linear composite problem and the resistance or conductance fluctuations of the corresponding random linear composite problem, the exponents $t_{2}(\beta)$ and $s_{2}(\beta)$ are found to be $t_{2}(\beta)=-\kappa((\beta+1) / 2)+$ $[(\beta+1) / 2] t-[(3-\beta) / 2] d \nu$ and $s_{2}(\beta)=\kappa^{\prime}((\beta+1) / 2)+[(\beta+1) / 2] s+[(3-\beta) / 2] d \nu$, respectively. We prove that $t_{2}(\beta)$ is a monotonically increasing function of $\beta$ while $s_{2}(\beta)$ is a monotonically decreasing function of $\beta$, and the non-linear susceptibility $\chi_{e}(\beta)$ of the $\mathrm{S}-\mathrm{C}$ network will diverge as $q$ approaches $q_{c}$ from below. The non-linear susceptibility $\chi_{e}(\beta)$ of a C-I network may show a complicated behaviour. There exists a critical value $\beta_{c}$ at which $t_{2}\left(\beta_{c}\right)=0$. When $\beta>\beta_{c}, t_{2}(\beta)>0$, and $\chi_{e}(\beta)$ will vanish as $p$ approaches $p_{c}$ from above. However, when $1<\beta<\beta_{c}, t_{2}(\beta)<0$, and $\chi_{e}(\beta)$ will diverge as $p$ approaches $p_{c}$. We cannot explain this anomalous behaviour and we hope that further investigation may be carried out along these lines.

Our predictions presented above should be compared with the results of numerical simulations and experiments and we hope that our paper may stimulate numerical simulations and experiment investigation on this problem. It would be worthwhile to study the exponent $s_{2}(\beta)$ above two dimensions where we can no longer exploit duality arguments to obtain a relation with the random resistor network.

## Acknowledgment

This work was supported by a Direct Grant for Research under project 3409 at SuZhou University.

## References

[1] For a recent review on electrical and optical properties, see, e.g., Bergman D J and Stroud D 1992 Solid State Physics vol 146, ed H Ehrenreich and D Turnbull (New York: Academic) pp 178-320
[2] For a recent review of percolation theory, see, e.g., Stauffer D and Aharony A 1992 Introduction to Percolation Theory 2nd edn (London: Taylor \& Frances)
[3] Straley J P 1976 J. Phys. C: Solid State Phys. 9783
[4] Halperin B I, Feng S and Sen P N 1985 Phys. Rev. Lett. 542391 Feng S, Halperin B I and Sen P N 1987 Phys. Rev. B 35197
[5] Tremblay A-M S, Feng S and Breton P 1986 Phys. Rev. B 342077
[6] Herrmann H J, Derrida B and Vannimenus J 1984 Phys. Rev. B 304080 Frank D J and Lobb C J 1988 Phys. Rev. B 37302 Zabolitzky J G 1984 Phys. Rev. B 304077 Lobb C J and Frank D J 1984 Phys. Rev. B 304090
[7] Derrida B, Stauffer D, Herrmann H J and Vannimenus J 1983 J. Phys. Lett. 44 L701
[8] Levy O and Bergman D J 1993 J. Phys.: Condens. Matter 57095
[9] Yang C S and Hui P M 1991 Phys. Rev. B 4412599
[10] Stroud D and Hui P M 1988 Phys. Rev. B 378719
[11] Zeng X C, Bergman D J, Hui P M and Stroud D 1988 Phys. Rev. B 3810970 Zeng X C, Hui P M, Bergman D J and Stroud D 1989 Physica A 157192
[12] Hui P M 1994 Phys. Rev. B 4915344
[13] Hui P M 1993 J. Appl. Phys. $6813009 ; 1993$ J. Appl. Phys. 734072
[14] Levy O and Bergman D J 1992 Phys. Rev. B 467189
[15] Bergman D J 1989 Phys. Rev. B 394598
[16] Gu G Q and Yu K W 1992 Phys. Rev. B 464502 Yu K W and Gu G Q 1992 Phys. Lett. 168A 313
[17] Yu K W, Yang Y C, Hui P M and Gu G Q 1993 Phys. Rev. B 471782 Yu K W, Hui P M and Stroud D 1993 Phys. Rev. B 4714150
[18] Stroud D and Wood V E 1989 J. Opt. Soc. Am. B 6778 , and references therein
[19] Blumenfeld R and Bergman D J 1991 Phys. Rev. B 4313682 . Note that the relation between the exponents used in this paper, $t\left(\alpha_{1}\right)=\xi\left(\alpha_{1}\right)+\left(d-1-\alpha_{1}\right) v$, is incorrect; the correct answer is $t\left(\alpha_{1}\right)=(d-1) v+\left(\xi\left(\alpha_{1}\right)-v\right) / \alpha_{1}$. See Meir Y, Blumenfeld R, Aharmony A and Harris A B 1986 Phys. Rev. B 343424
[20] Yu K W and Hui P M 1994 Phys. Rev. B 5013327
[21] Yu K W, Chu Y C and Chan E M Y 1994 Phys. Rev. B 507984
[22] Bergman D J 1984 Physica A 15772
[23] Clerc J P, Giraud G, Laugier J M and Luck J M 1990 Adv. Phys. 39191
[24] Rammal R 1985 J. Physique Lett. 46 L129
[25] Rammal R, Tannous C, Breton P and Tremblay A-M S 1985 Phys. Rev. Lett. 541718
[26] Feller W 1971 An Introduction to Probability Theory and its Applications vol 2 (New York: Wiley)
[27] Fourcade B, Breton P and Tremblay A-M S 1987 Phys. Rev. B 368935
[28] Albinet G, Tremblay R R and Tremblay A-M S 1993 J. Physique 3323
[29] Rammel R, Tannous C and Tremblay A-M S 1985 Phys. Rev. A 312662
[30] Tremblay A-M S, Fourcade B and Breton P 1989 Physica A 157 L438
[31] Blumenfeld R, Meir T, Harris A B and Aharony A 1986 J. Phys. A: Math. Gen. 19 L791, and references therein
[32] Blumenfeld R, Meir T, Aharony A and Harris A B 1987 Phys. Rev. B 353524
[33] de Arcangelis L, Render S and Coniglio A 1985 Phys. Rev. B 314725
[34] Nakayama T, Yakubo K and Orbach R L 1994 Rev. Mod. Phys. 66381
[35] Tremblay R R, Albinet G and Tremblay A-M S 1992 Phys. Rev. B 45755
[36] Kolek A and Kusy A 1988 J. Phys. C: Solid State Phys. 21 L573
[37] Tremblay R R, Albinet G and Tremblay A-M S 1991 Phys. Rev. B 4311546

